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In this chapter we see how scattering in nuclear
physics gives amplitudes and cross sections not only
for elastic scattering, but also inelastic and rear-
rangement reactions. We build on the standard ap-
proaches of Austern1 and Satchler2, but place more
emphasis on the non-perturbative methods which are
now more widely used3.

3.2.1. Direct Reaction Model Space

Direct reaction theory attempts to solve the
Schrödinger equation for a specific model of the com-
ponents thought to be important in a reaction, with
the component interaction potentials. In direct reac-
tion theories, the phases describing the superposition
of all parts of the wave function are coherently main-
tained, and the potentials typically include imagi-
nary components to model how flux is lost from the
channels of the model to other channels. Direct reac-
tions are connected directly or via several steps with
the elastic entrance channel, and therefore have cross
sections that depend on the exit angles relative to the
initial beam direction.

The intermediate states in theories of direct re-
actions are the discrete states of two interacting nu-
clei and the relative motion of these nuclei. These
two nuclei will be the projectile and target nuclei,
the excited states of one or both of these, and those
subsequent pairs of nuclei that may be obtained by
transferring one or more nucleons between them. All
the nuclei derived from the projectile will be referred
to as the ‘projectile-like fragment’ p, and the ‘target-
like fragment’ t similarly, with pairs of states φpi and

φti, and masses mpi and mti, respectively. If these
nuclei are at positions Rpi and Rti, we form a rela-
tive coordinate vector Ri = Rpi − Rti. The direct
reaction model space is then taken as the product of
the pairs of nuclear states and wave function ψ(Ri)
for the relative motion:

Ψmodel =

N∑
i

φpiφtiψi(Ri) . (1)

The states can be in different mass partitions (mpi

depending on i), or they can be different excited
states of the projectile and/or the target in any
one of the partitions. The basis states φpi and
φti can be bound states of their respective nuclei,
or they may be discrete representations of contin-
uum levels. In the former case we have a ‘bound
state approximation’, and in the second case we have
a ‘coupled discrete continuum channels’ (CDCC)
approximation4, 5, 6. What is essential to the di-
rect reaction framework is that they form a finite set
(N say) of square-integrable basis functions, as then
we can derive a finite set of equations coupling the
channel wave functions ψi(Ri) as unknowns.

The physical Hamiltonian H contains the kinetic
energy of projectile–target relative motion Ti =
−h̄2/2µi∇2

R with reduced mass µi = mpimti/(mpi +
mti), and the separate internal nuclear Hamiltonians
for the projectile- and target-like fragments are hni

for n = p, t respectively, of which the φni are eigen-
states: hniφni = eniφni, each of which is assumed
to be fully antisymmetric under the exchange of any
internal pair of identical nucleons. The total Hamil-
tonian H also contains the potential energy terms
between the nucleons the p and t nuclei, that couple
together all the transfer and inelastic states, whether
single-particle, collective or compound.

We do not explicitly treat compound nuclear
states, where all the interacting nucleons form a sin-
gle excited nucleus, and hence all states that are
produced consequently to compound intermediate
states. The effects of the compound nuclear states
will be only included in some average manner, as de-
scribed in the next section.
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3.2.2. Elimination of the Compound Nu-
cleus States

Because the model space in direct reaction theory is
not the whole physical range, we need to define a di-
vision of the full Hilbert space by means of projection
operators. Following Feshbach7 we define P as the
projection operator onto the model space, including
the entrance channels, and Q as projecting on to the
remaining space.

Such operators must obey P 2 = P , Q2 = Q,
PQ = QP = 0 and P+Q = I, where I is the identity
operator. With these operators we divide the physi-
cal wave function Ψ of the system as Ψ = ΨP + ΨQ

where ΨP = PΨ and ΨQ = QΨ. The ΨP com-
ponent, includes the elastic channel and just those
channels ‘directly’ related to it that we choose to in-
clude in our direct reaction model. The ΨP contains
the same reaction channels as the model wave func-
tion Ψmodel, but the wave functions are not identi-
cal since the model Hamiltonian is obtained by some
energy-averaging procedure to be discussed below.

The physical Hamiltonian H governs the full wave
function Ψ at energy E by the Schrödinger equation
(H − E)Ψ = 0. This equation is now separated into
two coupled equations for ΨP and ΨQ:

(E −HPP )ΨP = HPQΨQ (2)

(E −HQQ)ΨQ = HQP ΨP (3)

where HPP ≡ PHP , HPQ ≡ PHQ and so on.
The Eq. (2) has an incoming wave boundary con-

dition in the elastic channel, and there are outgoing
waves in all other channels of this and Eq. (3) too.
We may therefore formally solve Eq. (3) as

ΨQ = (E + iε−HQQ)−1HQP ΨP (4)

and substitute this into Eq. (2) to obtain a formally
exact uncoupled equation for ΨP :(

E −HPP −HPQ

(
E + iε−HQQ

)−1
HQP

)
ΨP = 0 .

Optical Operator

The Feshbach procedure therefore gives an effective
Hamiltonian Heff for the direct-reaction model space
PΨ:

Heff(E) = HPP +HPQ

(
E + iε−HQQ

)−1
HQP . (5)

This is an exact expression, and describes precisely
the effect on the model space all variations and
resonances (for example) in the eliminated space.
The effective Hamiltonian however, is non-local and

energy-dependent even when the potential interac-
tions in H are local and energy-independent.

The contributions of distinct compound-nucleus
state to the effective Hamiltonian may be seen by
expanding over a complete set of such states:

HQQ|Qλ(E′)〉 = E′|Qλ(E′)〉

where λ distinguishes among degenerate states.
Then the second term on the r.h.s of Eq. (5) be-
comes

HPQ

(
E + iε−HQQ

)−1
HQP

=
∑

λ

∫
dE′

HPQ|Qλ(E′)〉〈Qλ(E′)|HQP

(E − E′) + iε
. (6)

This term, from coupling to the Q channels, has Her-
mitian and anti-Hermitian parts,

HPQ

(
E + iε−HQQ

)−1
HQP = HR − iHI (7)

where

HR =
∑

λ

∫
dE′

HPQ|Qλ(E′)〉(E − E′)〈Qλ(E′)|HQP

(E − E′)2 + ε2
(8)

HI =
∑

λ

HPQ|Qλ(E)〉ρ(E)〈Qλ(E)|HQP

×
∫

εdE′

(E − E′)2 + ε2
(9)

= π
∑

λ

HPQ|Qλ(E)〉ρ(E)〈Qλ(E)|HQP (10)

with ρ(E) the density of states of HQQ at energy E.
The anti-Hermitian part HI is positive definite, and
arises because the compound-nucleus ΨQ channels
act, asymmetrically, only to remove flux from the
the model-space channels that are in ΨP .

Energy Averaging

In direct reaction calculations, the precise compound
nuclear resonances are not needed in all their fluctua-
tions, but only the average effect of these and similar
channels. This is most easily accomplished by aver-
agingHeff(E) over small energy intervals, givingHeff

as

Heff(E) =

∫
dE′f(E − E′)Heff(E′) (11)

where f(E−E′) is some distribution function of unit
integral and width of the order ∆E. If ∆E is signif-
icantly larger than the average spacing of the com-
pound nucleus levels (ρ(E)∆E � 1), then the result-
ing Heff(E) has Hermitian and anti-Hermitian com-
ponents that vary rather slowly with energy E.
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Optical Model

In order to formulate an Optical Model, we further
assume that the energy-averaged effective Hamilto-
nian Heff can be approximated by a local potential
that depends only on the coordinate degrees of free-
dom that are explicitly treated in the model wave
function. That is, we approximate Heff(E) ≈ Hopt,
which depends only on the collective and/or single-
particle degrees of freedom that distinguish the par-
ticular N nuclei eigenstates φpi and φti.

If the model space contains only the elastic chan-
nel (N = 1), we thereby reduce the effective Hamil-
tonian to contain a local optical potential Ui(Ri) that
depends only on the radial separation of the pair of
interacting nuclei. This gives a single-channel Hamil-
tonian operator

Hopt(Ri) = Hi ≡ Ti + hpi + hti + U
(1)
i (Ri) (12)

for the pair i of the interacting nuclei. The (1) su-
perscript indicates the size of the model space.

If there are more than 1 channel (N ≥ 2), then
the same optical model Hamiltonian may be written
with different partitioning of the kinetic and internal
energies that are appropriate for the different mass
partitions. Thus, there will be a way of writing the
optical channel Hamiltonian for each channel:

Hopt(E) = Hi ≡ Ti(Ri) + hpi + hti + Vi (13)

each with some effective potential Vi. This last
term can always be separated into diagonal and off-
diagonal parts as Vi = U

(N)
i (Ri) + Vi, where Vi is

the term that couples together the different chan-
nels. The separation is often made unique by requir-
ing that Vi has zero diagonal matrix element.

The optical potentials (their sum labelled Vi in
general) give rise to the elastic scattering cross sec-
tion, and the Optical Model procedure uses this
causality in reverse, to determine them as those local
potentials which fit elastic scattering. We typically
look for optical potentials that vary only smoothly
and slowly with energy, as appropriate to averaging
over some energy scale ∆E, and is most often found
just for the one channel case (N = 1).

Note that in the coupled channels case (N > 1)
the diagonal potentials U (N)

i (Ri) do not by them-
selves reproduce the elastic scattering without the
work of the off-diagonal couplings Vi. We therefore
call the diagonal U (N)

i the bare potentials, because,
even though they are optical potentials which include
the effects of QΨ channels not in the model space,
they do not include the dressing effects of the inter-
channel couplings within the model space PΨ. Only

the potential in the one-channel model space U (1)
i is

supposed to reproduce the elastic scattering by itself.
BecauseHeff(E) has Hermitian and anti-Hermitian

parts, the optical potentials will have real and imag-
inary terms, and because HI is positive definite the
imaginary parts will be negative and absorptive.

3.2.3. Model Schrödinger Equation

The Schrödinger equation for the model wave func-
tion Ψmodel at total energy E is

[E −Hopt(E)]Ψmodel = 0 (14)

We use the expansion of Eq. (1) in square-
integrable states φ of the participating nuclei. Using
for each pair i of nuclei the ‘channel optical Hamil-
tonians’ Hi defined above (Eqs. 12 or 13), Eq. (14)
becomes

N∑
i

[Ti(Ri) + Vi − Ei]φpiφtiψi(Ri) = 0 (15)

where in each channel there is an asymptotic kinetic
energy Ei = E − epi − eti, corresponding to momen-
tum ki = (2µiEi/h̄

2)1/2. Operating on Eq. (15) to
the left by 〈φpjφtj |, we obtain (after swapping the i
and j indices)

[Ti + Ui − Ei]ψi(Ri) +
∑

j

Vijψj(Rj) = 0 (16)

with Vij ≡ 〈φpiφti|Hm − E|φpjφtj〉

Here, the Hamiltonian Hm in the coupling operator
Vij takes one of the forms of Eq. (13): choosing
m = i is called the post form, and choosing m = j
the prior form; the two alternatives should give the
same results. (If i and j describe different inelastic
states of the same nuclei, then Ri ≡ Rj , we can use
orthogonality of φni and φnj , and the coupling Vij is
just a local function of Ri:

Vij(Ri) = 〈φpiφti|Vi|φpjφtj〉 .) (17)

This set of coupled equations (16) must be solved
with boundary conditions at large radii consisting
of an incoming plane wave in channel (say) i0, and
outgoing spherical waves in all other channels:

ψii0 (Ri) =Ri→∞ δi0ie
iki0 ·Ri + fii0 (θ)eikiRi (18)

Since φpi, φti, φpj and φtj are all antisymmetrised
internally, the cross section depends on the number
of identical nucleons (or nucleonic clusters) that may
be transferred in the reaction (see Austern 1, §3.5 or
Satchler2, §2.11.3.2). If we define npi and nti as the
numbers of nucleons (or clusters) within respectively
the projectile and target states i that are identical
to the transferred set, then the scattering amplitude
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fii0 for each channel i directly gives the cross section
in that channel as

dσi(θ)

dΩ
=
ki

µi

µi0

ki0

npi0 !nti0 !

npi!nti!
|fii0 (θ)|2 (19)

(neglecting a possible elastic Coulomb amplitude in
the incoming channel i0). Partial wave expansions
for the Ψi, and corresponding expressions for the
fii0(θ) will be presented in section 3.2.6.

3.2.4. Transition Amplitudes

Greens function methods may also be used to solve
the coupled equations, and furthermore suggest var-
ious approximations which simplify the solution
methods in many special cases of interest. First,
therefore, we present in this section several exact re-
sults using T -matrix integrals derived from Greens
function analysis. In the following section 3.2.5 we
examine various consequent approximations that are
often still accurate.

If the full wave function Ψ were known, then the
scattering amplitude fi for the i0 → i reaction may
be found from the T -matrix by the equivalence

Ti0i = −
2πh̄2

µi
fi (20)

so that, written in terms of the transition amplitudes,
the expression for the cross section becomes

dσi(θi)/dΩ =
µiµi0

(2πh̄2)2
ki

ki0

npi0 !nti0 !

npi!nti!
|Ti0i|2 (21)

Expressions for the T transition amplitudes may
be derived by using either plane waves or distorted
waves in the exit channel.

In addition, for transfer reactions where the chan-
nel Hamiltonians are different in the initial and final
channels, we have a further choice of using either
post or prior forms of the coupling. The post form
uses the form of Hi for the exit channel, and the
prior form the Hi0 from the entrance channel. The
plane-wave post matrix element is

Ti0i = 〈φpiφtie
ikiRi |Hi − E|

∑
j

φpjφtjψ
(+)
j 〉 (22)

= 〈φpiφtie
ikiRi |Vi|

∑
j

φpjφtjψ
(+)
j 〉 (23)

where the (+) superscript in ψ(+)
j indicates that they

are found with plane incoming waves in the i0 chan-
nel. A prior matrix element uses the Hamiltonian
Hi0 of the initial channel. Direct substitution in Eq.
(22), however, affords no simplifications, so we in-
sert it in the matrix element for the time-reversed
reaction, and derive

Ti0i = 〈
∑

j

φpjφtjψ
(−)
j |Vi0 |φpi0φti0e

iki0Ri0 〉 (24)

where the (−) superscript in ψ
(−)
j indicates that it

has an incident plane wave along ki0 and incoming
spherical waves e−ikiRi in all channels.

Distorted-wave expressions may be found by re-
placing the exponential factors on the left sides by
one-channel scattering waves (χ(+)

i (Ri) on the right
sides and χ(−)

i (Ri) on the left), found with some dis-
torting potential Wi by [Ti + Wi − Ei]χi(Ri) = 0.
The distorted-wave post matrix element is then

Ti0i = 〈φpiφtiχ
(−)
i |Vi −Wi|

∑
j

φpjφtjψ
(+)
j 〉 (25)

and the equivalent prior form is

Ti0i = 〈
∑

j

φpjφtjψ
(−)
j |Vi0 −Wi0 |φpi0φti0χ

(+)
i 〉 (26)

The distorting potential Wi may be real or com-
plex without affecting the validity of these matrix
elements.

All these four expressions are so far identical, and
exactly equivalent to solving the coupled equations
directly and using Eq. (20).

3.2.5. Distorted Wave Born Approxima-
tion

Various approximate transition amplitudes may be
derived by different approximations for the model
wave function Ψmodel =

∑n
i φpiφtiψi(Ri) in the ex-

pressions (23,24,25,26). One approach is to empha-
size the role of the entrance channel in the model
wave function, and consider only those more di-
rect reactions that proceed immediately from the en-
trance channel. Furthermore, we use in that entrance
channel the wave function derived from the optical
potential, not the full coupled equations (16).

One-step Born approximation

The first approximation here is to neglect the explicit
calculation of multistep effects that proceed from the
entrance channel i0 via some intermediate channel(s)
j to the final channel i. This will be more accurate
when the intermediate channels are only weakly ex-
cited in the reaction, or when the final channel does
not couple strongly to those intermediate channels
that are populated.

The Born approximation (BA) to the post dis-
torted wave transition amplitude (25) is therefore

Ti0i = 〈φpiφtiχ
(−)
i |Vi −Wi|φpi0φti0ψ

(+)
i0

〉 (27)

with similar one-step Born approximations to the
other three transition matrix elements. These ap-
proximate DWBA forms are not invariant under the
choice of distorting potential Wi, and therefore only
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yield useful results if this potential is chosen cor-
rectly.

Optical potential

The conventional Distorted Waves Born Approxima-
tion (DWBA) makes the second assumption that
both the entrance and exit channel wave functions
use the corresponding one-channel optical poten-
tials U (1)

i that fitted the elastic scattering (energy-
averaged in some way, if necessary). It also uses the
coupling potential Vi from Vi = U

(2)
i +Vi. The post-

form and prior-form DWBA transition amplitudes,
are then

TpostDWBA
i0i = 〈φpiφtiχ

(−)
i |Vi|φpi0φti0χ

(+)
i0

〉 (28)

TpriorDWBA
i0i = 〈φpiφtiχ

(−)
i |Vi0 |φpi0φti0χ

(+)
i0

〉 (29)

The matrix elements use optical potentials U (1)
i as

distorting potentials which depend only on the chan-
nel radii Ri, and coupling interactions Vi will depend
on coordinates of both the channels and the inter-
nal structure of the interacting nuclei. Although the
prior and post DWBA expressions (28,29) are consis-
tently equal to each other, this equality holds for any
choice of distorting potentials, and does not guaran-
tee any physical accuracy.

Possible reasons for choosing different exit-
channel distorting potentials Wi are discussed in §4.5
of Austern1.

3.2.6. Partial-wave expansions

The total wave function is expanded in partial waves
using a coupling order such as

L + Jp = J; J + Jt = JT , (30)

which may be defined by writing

ψ
MT
iJT

= |(LJp)J, Jt; JT 〉 (31)

where Jp = projectile spin, Jt = target spin, L =
orbital partial wave, and JT = total system angular
momentum.

The set {i, (LJp)J, Jt; JT } will be abbreviated by
the single variable α. Thus, in each partition the
partial wave expansion of the wave function is

ψ
MT
iJT

(Ri, ξp, ξt) =
∑

LJpJJt

MµpMJµt

φJp (ξp)φJt (ξt)i
LYM

L (R̂i)

f
iJT
(LJp)J,Jt

(Ri)/Ri 〈LMJpµp|JMJ 〉 〈JMJJtµt|JTMT 〉 (32)

here ξp and ξt are the internal coordinates of the
projectile and target, and

f
iJT
(LJp)J,Jt

(R) ≡ fα(R) (33)

are the radial wave functions. The (optional) iL fac-
tors are included to simplify the spherical Bessel ex-
pansion of the incoming plane wave.

The wave function ψ could also have been de-
fined using the ‘channel spin’ representation ψ =
|L, (JpJt)S; JT 〉, which is symmetric upon projec-
tile → target interchange except for a phase factor
(−1)S−Jp−Jt .

The coupled partial-wave equations are of the
form

[Ei − TiL(Ri)− Ui(Ri)] fα(Ri) =∑
α′,Γ>0

iL
′−LV Γ

α:α′ (Ri)fα′ (Ri)

+
∑

α′,i′ 6=i

iL
′−L

∫ Rm

0

Vα:α′ (Ri, Ri′ )fα′ (Ri′ )dRi′ (34)

where the partial-wave kinetic energy operator is

TiL(Ri) = −
h̄2

2µi

(
d2

dR2
i

−
L(L+ 1)

R2
i

)
, (35)

Ui(Ri) is the diagonal optical potential with nuclear
and Coulomb components, and Rm is a radius limit
larger than the ranges of Ui(Ri) and of the coupling
terms.

The V Γ
α:α′(Ri′) are the local coupling interactions

of multipolarity Γ, and the Vα:α′(Ri, Ri′) are the non-
local couplings between mass partitions that arise
from particle transfers. The equations (34) are in
their most common form; they become more compli-
cated when non-orthogonalities are included by the
method of section 3.2.8.

For incoming channel α0, the solutions fα(Ri) sat-
isfy the boundary conditions when Ri > Rm of

fα(Ri) =
i

2

[
δαα0H

(−)
Lηi

(kiRi)− Sαα0H
(+)
Lηi

(kiRi)

]
(36)

where H
(−)
Lη and H

(+)
Lη are the Coulomb functions

with incoming and outgoing boundary conditions re-
spectively, and

ηi =
2µi

h̄2

ZpiZtie
2

2ki
(37)

is the Sommerfeld parameter for the Coulomb wave
functions.

In terms of the S-matrix elements Sαα0 , and for
coupling order of Eq. (30), the scattering amplitudes
for transitions to projectile & target m-states of m,
M to m′, M ′ are

f ii0
m′M′:mM

(θ) = δαα0Fc(θ) +∑
LL′JJ′JT

〈L0Jpm|Jm〉〈JmJtM |JTMT 〉

〈L′ML′J ′pm
′|J ′ML′ +m′〉〈J ′ML′ +m′J ′tM

′|JTMT 〉
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4π

ki0

ei(σL−σ0)e
i(σ′

L′−σ′
0)

√
2L+ 1

4π(
i

2

)[
δα′,α − S

JT
α′α

]
Ym′+M′−m−M

L′ (θ, 0) (38)

where

σL = arg Γ(1 + L+ iηi) (39)

are the Coulomb phase shifts and the Coulomb am-
plitude Fc is

Fc(θ) = −
ηi0

2ki0

exp(−2iηi0 ln(sin θ/2))

sin2 θ/2
. (40)

The corresponding differential cross section is

dσii0 (θ)

dΩ
=

ki

µi

µi0

ki0

npi0 !nti0 !

npi!nti!

1

(2Jp + 1)(2Jt + 1)

×
∑

m′M′mM

∣∣f ii0
m′M′:mM

(θ)
∣∣2 . (41)

The spherical tensor analysing powers Tkq describe
how the outgoing cross section depends on the in-
coming polarisation state of the projectile. If the
spherical tensor τkq is an operator with matrix ele-
ments

(τkq)mm′′ =
√

2k + 1〈Jpmkq|Jpm
′′〉,

we have

Tkq(θ) =
Tr(fτkqf

+)

Tr(ff+)

= k̂
∑

m′M′mM

f∗m′M′:mM (θ)〈Jpmkq|Jpm
′′〉fm′M′:m′′M (θ)

÷
∑

m′M′mM

|fm′M′:mM (θ)|2

3.2.7. Channel couplings

The coupling terms Vij need to be determined for
common reaction mechanisms such as inelastic exci-
tations of nuclei, or particle transfers from the pro-
jectile to/from the target.

Nuclear Rotational Model

Consider one deformed nucleus with deformation
lengths δλ, (the fractional deformation βλ times some
average radius Rc). The effect of these deformations
can be expressed as a change in the radius at which
we evaluate the optical potentials, the change de-
pending on the relative orientations of the radius vec-
tor to the intrinsic orientation of the nucleus. When
U(R) is the potential shape to be deformed, the cou-
pling interaction is

V(ξ,R) = U(R− δ(R̂, ξ)) (42)

where the ‘shift function’ has the multipole expan-
sion

δ(R̂′) =
∑
λ 6=0

δλY
0
λ (R̂′) (43)

(R̂′ is the vector R̂ rotated to the body-centred frame
of coordinates defined by ξ). Transforming to the
space-fixed frame of reference, and projecting onto
the spherical harmonics, the multipole expansion be-
comes

V(ξ,R) =
∑
λµ

VN
λ (R)Dλ

µ0Y
µ
λ

(R̂)

where VN
λ (R) = 2π

∫ +1

−1

U(r(R, cos θ))Y µ
λ

(θ, 0)d(cos θ)

and r(R, u) = R−
∑

λ

√
2λ+ 1

4π
Pλ(u)δλ + ε

with ε =
∑

λ

δλ
2/(4πRc)

The correction ε is designed (8) to ensure that the
volume integral of the nuclear monopole potential
VN

0 (R) is the same as that of U(R), and is correct to
second order in the {δλ}.

When the {δλ} are small, the above multipole
functions are simply the first derivatives of the U(R)
function:

VN
λ (R) = −

δλ√
4π

dU(R)

dR
, (44)

with the same shape for all nuclear multipoles λ > 0.
The deformations of the Coulomb potential can

also be defined by the δλ, but more accurately
by means of the Coulomb reduced matrix element
〈I ′‖Eλ‖I〉 that is directly related to electromag-
netic decay strengths as ±

√
(2I + 1)B(Eλ, I → I ′).

The reduced matrix element defined by the Wigner-
Eckart theorem of the form.

〈jfmf |Ôjm|jimi〉 = ĵ−1
f

〈jimijm|jfmf 〉〈jf ||Ôj ||ji〉 (45)

For a rotational model of the nucleus, the matrix
element is determined to first order in δλ by

〈I′‖Eλ‖I〉 =
3ZδλRc

λ−1

4π

√
2I + 1〈IKλ0|I′K〉 (46)

for transitions from a state of spin I to one of spin
I ′ in a rotational band of projection K in a nucleus
of charge Z.

The radial form factors for Coulomb inelastic pro-
cesses are derived from the multipole expansion of
|r − r′|−1, giving for interactions with the other nu-
cleus (charge Z ′) of

VC
λ (R) = 〈I′‖Eλ‖I〉

√
4πe2Z′

2λ+ 1

{
Rλ/Rc

2λ+1 (R ≤ Rc)

1/Rλ+1 (R > Rc)
(47)
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Note that, especially for dipole and quadrupole cou-
plings (λ = 1, 2), these Coulomb couplings have a
long range that is much larger than the sum of the
radii of the interacting nuclei. Any method for nu-
merically solving the coupled equations with these
couplings has to include some particular treatment
of these couplings at large distances as discussed in
ref. 16.

For projectile inelastic excitations, the coupling
matrix elements between different partial waves de-
fined with Eq. (30) are

〈(LJp)J, Jt; JT |Vλ|(L′J ′p)J, Jt; JT 〉 = XJλ
LJp:L′J′

p
(R) (48)

whereas for target excitations,

〈(LJp)J, Jt; JT |Vλ|(L′Jp)J ′, J ′t; JT 〉 = (−1)J−J′−L+L′
Ĵ Ĵ ′

×
∑
J2

(2J2 + 1)W (JpLJT Jt; JJ2)W (JpL
′JT J

′
t; J

′J2)

× XJ2λ

LJt:L′J′
t

(R)

having defined the ‘spatial’ couplings as

XJλ
LI:L′I′ (R) = L̂L̂′(−1)J−I′−L+L′

W (LL′II′;λJ)〈L0L′0|λ0〉[
VC

λ (R) + Î′〈I′Kλ0|IK〉VN
λ (R)

]
(49)

The rotational model factor Î ′〈I ′Kλ0|IK〉 has been
built into the definition of the Coulomb reduced ma-
trix element.

Rearrangement Reactions

Spectroscopic amplitudes and factors If the
nuclear state φpi is transformed into state φpj by
removal of some nucleon(s), then we can define an
overlap wave function

χp
j:i(r) = 〈φpj(ξpj)|φpi(ξpj , r)〉 (50)

The partial wave components of this overlap can
be written as the sum of some amplitudes A times
normalised wave functions ϕ. The coefficients A
are called spectroscopic amplitudes (or coefficients
of fractional parentage), and their square moduli
|A|2 the spectroscopic factors. If a coupling order
|(`s)j, I; JM〉 is used, the composite nucleus wave
function is

φJM (ξpj , r) =
1

√
npi

∑
`jI

AjIJ
`sj

[
φI(ξpj)ϕ`sj(r)

]
JM

, (51)

and

SjIJ
`sj

= |AjIJ
`sj

|2 (52)

is the spectroscopic factor. The npi is again the num-
ber of nucleons (or clusters) in the composite sys-
tem φpi that are identical to that transferred, and
the n−1/2

pi factor arises because of the normalisation

of antisymmetrised wave functions for the core and
composite nuclei. (In many common reactions with
or near closed shell nuclei, the n−1/2

pi factor cancels
some of the n! terms in eqs. (19,21)).

Similar target overlap wave functions can also be
defined.

Transfer couplings To calculate the coupling
term that arises when a particle is transferred, for
example from a target bound state to being bound
in the projectile, we need to evaluate matrix ele-
ments where the initial (primed) state has a com-
posite target with internal coordinates ξ′t ≡ {ξt, r′} :
φJ′

t
(ξt, r′) = |(`′s)j′, Jt; J ′t〉 and the final (unprimed)

state has a composite projectile with internal coor-
dinates ξp ≡ {ξp′ , r} : φJp(ξ′p, r) = |(`s)j, J ′p; Jp〉.

Let V be the interaction potential, of which the
prior form is

V = V`sj(r) + Ucc(Rc)− Uα′ (R′) (53)

and the post form is

V = V`′sj′ (r′) + Ucc(Rc)− Uα(R) (54)

where Vβ(r) is the potential which binds ϕβ(r),
Uα(R) are the optical potentials, and Ucc(Rc) is the
‘core-core’ potential, here between the p′ and the t
nuclei. The Vβ will be real, but the Uα and Ucc will
typically have both real and imaginary components.

The matrix element is now a non-local integral op-
erator, as it operates on the function fα′(R′) to pro-
duce a function of R. This section therefore derives
the non-local kernel Vα,α′(R,R′) so that the matrix
element operation on a wave function, which initially
involves a five dimensional integral over r and R̂, may
be calculated by means of a one-dimensional integral
over R′: ∫ Rm

0

Vα,α′ (R,R′)fα′ (R′)dR′. (55)

Note that when the initial and final single-particle
states are real, then the kernel function is symmetric

Vα,α′ (R,R′) = Vα′,α(R′, R) . (56)

When the potential V contains only scalar poten-
tials, the kernel calculation can be reduced to the
problem of finding the spatial part XΛ

`L:`′L′(R,R′)
defined so that, given

〈(LJp)J, Jt; JT |V|(L′J ′p)J ′, J ′t; JT 〉

=
∑
ΛF

(−1)s+J′
p−F Ĵ Ĵ ′t ĵF̂ ĴpΛ̂


L′ J ′p J ′

`′ s′ j′

Λ F J


W (Jtj

′JT J
′; J ′tJ)W (lsJpJ

′
p; jF )W (L`JF ; ΛJp)

〈`L; Λ|V|`′L′; Λ〉, (57)
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the integral operator 〈`L; Λ|V|`′L′; Λ〉 has the kernel
function XΛ

`L:`′L′(R,R′).
Now the r and r′ are linear combinations of the

channel vectors R and R′: r = aR + bR′ and r′ =
a′R+b′R′ where, when ϕ`(r) is the projectile bound
state,

a = νtω, b = −ω, a′ = ω, b′ = −νpω, (58)

with νp ≡ mpi′/mpi , νt ≡ mti/mti′ , and ω = (1 −
νpνt)−1 . When ϕ`(r) is the target bound state

a = −νpω, b = ω, a′ = −ω, b′ = νtω, (59)

with νp ≡ mpi/mpi′ , νt ≡ mti′/mti , and ω = (1 −
νpνt)−1 . The ‘core-core’ vector is always Rc = r′ −
r = (a′ − a)R + (b′ − b)R′.

Thus the spherical harmonics Y`(r̂) and Y`′(r̂′)
can be given in terms of the spherical harmonics
Yn(R̂) and Yn′(R̂′) by means of the Moshinsky9

solid-harmonic expansion (see also refs. 10, 11)

Y m
` (r̂) =

√
4π

∑
nλ

c(`, n)
(aR)`−n(bR′)n

r`
(60)

Y m−λ
`−n

(R̂)Y λ
n (R̂′)〈`− nm− λnλ|`m〉 (61)

from r = aR + bR′, where

c(`, n) =

(
(2`+ 1)!

(2n+ 1)!(2(`− n) + 1)!

)1/2

.

We now perform the Legendre expansion

V
u`sj(r)

r`+1

u`′sj′ (r′)

r′`
′+1

=
∑

T

(2T + 1)qT
`,`′ (R,R

′)PT (u) (62)

where the Legendre polynomials PT (u) are functions
of u, the cosine of the angle between R and R′, by
using r = (a2R2+b2R′2+2abRR′u)1/2 (with r′ anal-
ogously) in the numerical quadrature of the integral

qT
`,`′ (R,R

′) =
1

2

∫ +1

−1

V
u`sj(r)

r`+1

u`′sj′ (r′)

r′`
′+1

PT (u)du (63)

Using the Legendre expansion, the radial kernel
function

XΛ
`L:`′L′ (R,R

′) =
|b|3

2

∑
nn′

c(`, n)c(`′, n′)

×RR′(aR)`−n(bR′)n(a′R)`′−n′
(b′R′)n′

×
∑

T

(2T + 1)(−1)Λ+T+L+L′ ˆ̀̀̂ ′ ˆ(`− n) ˆ(`′ − n′)n̂n̂′L̂L̂′

×
∑
KK′

(2K + 1)(2K′ + 1)

(
`− n n′ K

0 0 0

)
×

(
`′ − n′ n K′

0 0 0

)(
K L T

0 0 0

)(
K′ L′ T

0 0 0

)
×

∑
Q

(2Q+ 1)W (`L`′L′; ΛQ)W (KLK′L′;TQ) (64)

×

 `′ Q `

n′ K `− n

`′ − n′ K′ n

qT
`,`′ (R,R

′)

These formulae can also be used with V ≡ 1
to calculate the kernel functions KΛ

`L:`′L′(R,R′) for
the wave function overlap operators Kij ≡ 〈Φi|Φj〉
needed in evaluating the non-orthogonality terms of
section 3.2.8.

Zero Range Transfers When the projectile wave
functions ϕ`(r) are all s-states (` = 0 and the inter-
action potential is of zero-range (Vϕ(r) ∼ D0δ(r)),
then the form factor XΛ

`L:`′L′(R,R′) of equation (64)
can be simplified to

XL
0L:`′L′ (R,R

′) = D0
(−1)L′−`′

L̂

ˆ̀′L̂L̂′
√

4π

(
`′ L L′

0 0 0

)
×

1

R
u`′sj′ (R)

b2

a
δ(aR+ bR′). (65)

This can be made local by defining a new step size
h′ = −ah/b ≡ νth in the stripping channel α′.

Local Energy Approximation If the interaction
potential is of small range, though not zero, and the
projectile still contains only s-states, then a first-
order correction may be made to the above form fac-
tor. This correction will depend on the rate of os-
cillation of the source wave function fJT

(L′J′
p),J ′,J ′

t
(R′)

within a ‘finite-range effective radius’ ρ. The rate
of oscillation is estimated from the local energy in
the entrance and exit channels, and the result12 is to
multiply u`′sj′(R) in the previous section by a factor

[
1 + ρ2

2µ
(p)
α

h̄2

(
Uα′ (R) + V`′sj′ (R)− Uα(R) + εα

)]
(66)

where the U(R) are the optical potentials, with
V`′sj′(r) the single-particle binding potential in the
target. The µ(p)

α is the reduced mass of the particle
in the projectile, and εα its binding energy.

At sub-Coulomb incident energies13, the details
of the nuclear potentials in equation (66) become in-
visible, and as the longer-ranged Coulomb potentials
cancel by charge conservation, the form factor can
be simplified to

u`′sj′ (R) D0

[
1 + ρ2

2µ
(p)
α

h̄2
εα

]
= Du`′sj′ (R) (67)

where

D = D0

[
1 +

(
ρk

(p)
α

)2
]

(68)

is the effective zero-range coupling constant for sub-
Coulomb transfers.
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The parameters D0 and D can be derived from
the details of the projectile bound state ϕ0ss(r). The
zero-range constant D0 may be defined as

D0 =
√

4π

∫ ∞

0

rV0ss(r)u0ss(r)dr. (69)

The parameter D, on the other hand, reflects the
asymptotic strength of the wave function u0ss(r) as
r → ∞, as it is the magnitude of this tail which is
important in sub-Coulomb reactions:

u0ss(r) =r→∞
2µ

(p)
α

h̄2

1
√

4π
De−k

(p)
α r. (70)

It may be also found, using Schrödinger’s equation,
from the integral

D =
√

4π

∫ ∞

0

sinh(k
(p)
α r)

k
(p)
α

V0ss(r)u0ss(r)dr. (71)

From this equation we can see that as the range of the
potential becomes smaller, D approaches D0. The
‘finite-range effective radius’ ρ of equation (68) is
thus some measure of the mean radius of the po-
tential V0ss(r).

3.2.8. Coupled Channels Methods

Coupled Reaction Channels

The numerical solution of Eqs. (16) is straightfor-
ward if the inter-channel couplings Vij are local, as
is the case for inelastic excitations of one or both
nuclei. These are called ‘coupled channels’ (CC)
cases. Transfer couplings, however, couple different
Ri and Rj values, giving what are called ‘coupled
reaction channels’ (CRC). The non-locality from a
‘finite range’ treatment of recoil means that the cou-
pled reaction equations must be solved either iter-
atively, or by a R-matrix treatment using square-
integrable basis functions in an interior region. Lo-
cal and iterative solution methods are presented in
ref.3, while the R-matrix methods presented in sec-
tion 3.2.8, are common in atomic and molecular scat-
tering research, but not so widely used in nuclear
scattering problems.

A variety of standard computer programs are
available for evaluation of the couplings described
above, and for solution of the coupled equations
by the methods described below. The program
Ptolemy 17 can find coupled-channels solutions for
local couplings or one-step non-local couplings from
transfers, and Ecis 15 also solves coupled-channels
equations. Both pay particular attention to the long-
range couplings of Eq. (47) that arise from inelastic
Coulomb excitations. The program Fresco 3 in-
cludes these capabilities, as well as the iterative so-

lutions of coupled equations with non-local couplings
by all the methods to be now described.

With non-local couplings from transfer channels,
the Eqs. (16) may be solved iteratively, and the suc-
cessive iterations amount to n-th DWBA solutions.
As explained in section 3.2.3, the coupling matrix el-
ement Vij = 〈φpiφti|Hm−E|φpjφtj〉 has two different
forms, depending on whether we use Hm = Hi (post
form) or Hm = Hj (prior form). If we abbreviate
Φi ≡ φpiφti, these give rise to the respective matrix
elements

〈Φi|Hm − E|Φj〉 = V post
ij + [Ti + Ui − Ei]Kij

and = V prior
ij +Kij [Tj + Uj − Ej ] (72)

where V post
ij = 〈Φi|Vi|Φj〉, V prior

ij = 〈Φi|Vj |Φj〉,
and Kij = 〈Φi|Φj〉.

The wave function overlap operator Kij in equation
(72) arises from the non-orthogonality between the
transfer basis states defined around different centres
in different mass partitions. We will see below that
this term disappears in first-order DWBA, and can
be made to disappear in second-order DWBA, if the
first and second steps use the prior and post interac-
tions respectively.

Multistep Born Approximations

If the coupling interactions Vi in Eq. (72) are weak,
or if the back coupling effects of these interactions are
already included in the optical potentials of the prior
channel, then it becomes reasonable to use a n-step
distorted wave Born approximation (DWBA). This
approximation always feeds flux ‘forwards’ in the se-
quence 1 → 2 → · · · → n + 1 neglecting the back
couplings. In the elastic channel the wave function is
governed by the optical potential defined there, and
the wave function in the i’th channel is governed by
the equation

[Ei − Ti − Ui]ψi(Ri) =

j=i−1∑
j=1

〈Φi|H − E|Φj〉ψj(Rj) (73)

Initial channel:

[E1 − T1 − U1]ψ1(R1) = 0

Second channel:

[E2 − T2 − U2]ψ2(R2) = 〈Φ2|Hm − E|Φ1〉ψ1(R1) (74)

If the prior interaction is used, the right hand side
can be simplified to

= 〈Φ2|V1|Φ1〉ψ1 + 〈Φ2|Φ1〉[T1 + U1 − E1]ψ1

= 〈Φ2|V1|Φ1〉ψ1 as ψ1 is on-shell.

= V prior
21 ψ1
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Final channel: c = n+ 1

[Ec − Tc − Uc]ψc(Rc) =

j=c−1∑
j=1

〈Φc|Hm − E|Φj〉ψj(Rj)(75)

If the post interaction had been used for all the cou-
plings to this last channel, then there is again a sim-
plification:

[Ec − Tc − Uc]ψc(Rc)

=

j=c−1∑
j=1

〈Φc|Vc|Φj〉ψj + [Tc + Uc − Ec]

j=c−1∑
j=1

〈Φc|Φj〉ψj

so

[Ec − Tc − Uc]χc(Rc) =

j=c−1∑
j=1

V post
nj ψj (76)

where

χc(Rc) = ψc +

j=c−1∑
j=1

〈Φc|Φj〉ψj = 〈Φc|Ψ〉

Note that, as all the Φi ≡ φpiφti are square-
integrable and hence decay faster than r−1 at large
radii, the ψc and χc are the same asymptotically.
They differ only by an ‘off-shell transformation’, and
hence yield the same (on-shell) scattering ampli-
tudes. The equation for χc has no non-orthogonality
terms once the post interaction is used in the final
channel: this is what is meant by saying that the
final channel is ‘effectively on-shell’.

These results imply that in n-step DWBA, some
non-orthogonality terms can be made to disappear
if ‘prior’ interactions are used for the first step,
and/or if ‘post’ interactions are used for the final
step. This means that the non-orthogonality term
never appears in the first-order DWBA, irrespective
of the choice of prior or post forms. In second-
order DWBA, the prior-post combination must be
chosen14 to avoid the non-orthogonality terms. It is
clear that non-orthogonality terms will have to be
evaluated if the DWBA is continued beyond second
order.

Iterative Solutions

The iterative method of solving the CRC equations
(16) proceeds by analogy with the n-step DWBA
iterations until the series converges. Convergence
is readily obtained if the couplings are sufficiently
small, and different iterative strategies may be em-
ployed 17. The procedure will however diverge if the
the couplings are too large, or if the system is too
near a resonance or a bound state pole. On diver-
gence, the successive wave functions ψ(n)

i will become

larger and larger as n increases, and not converge to
any fixed limit. Unitarity will of course be violated as
the S-matrix elements will become much larger than
unity. In this case we may use Padé approximants
to accelerate the convergence of the sequence S(n)

α of
S-matrix elements15, 17.

A given sequence S(0), S(1), · · · of S-matrix ele-
ments that result from iterating the coupled equa-
tions can be regarded as the successive partial sums
of a ‘vector valued’ polynomial

f(λ) = S(0) + (S(1) − S(0))λ+ (S(2) − S(1))λ2 + · · · (77)

evaluated at λ=1. This polynomial will clearly con-
verge for λ sufficiently small, but will necessarily di-
verge if the analytic continuation of the f(λ) function
has any pole or singularities inside the circle |λ| < 1
in the complex λ-plane. The problem that Padé ap-
proximants solve is that of finding a computable ap-
proximation to the analytic continuation of the f(λ)
function to λ=1. This is accomplished by finding a
rational approximation

P[N,M ](λ) =
p0 + p1λ+ p2λ2 + · · ·+ pNλ

N

1 + q1λ+ q2λ2 + · · ·+ qMλM
(78)

which agrees with the f(λ) function in the region
where the latter does converge, as tested by match-
ing the coefficients in the polynomial expansion of
P[N,M ](λ) up to and including the coefficient of λn

for n = N +M .
There are many different ways18 of evaluating the

coefficients pi, qj , but for the present problem we can
use Wynn’s ε-algorithm19, 20, which is a method of
evaluating the upper right half of the Padé table
at λ=1 directly in terms of the original sequence
S(0), S(1), · · ·. Experience has shown that for typi-
cal sequences the most accurate Padé approximants
are those near the diagonal of the Padé table. We use
S(n) ≡ P[N,M ](1) for N = [(n+ 1)/2] and M = [n/2]
in calculating the Padé-resummed cross sections.

R-matrix Solutions

The radial stepping methods of solving the coupled
equations only allow local couplings to be treated
properly, and non-local couplings from transfers have
to be included iteratively. The R-matrix method21

is an equivalent way of solving the coupled equa-
tions, and has the advantages of being more stable
numerically, and also allowing non-local components
of the Hamiltonian in an interior region to be in-
cluded to all orders. It has recently been revived in
nuclear physics applications22, 23 for these reasons.
Both transfer and non-orthogonality non-localities
may be included non-perturbatively, and resonances
and bound states may be described without difficulty.
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This method uses a basis set of ‘energy eigen-
states’ of the diagonal parts of Eqs. (34):(

TiL(Ri) + Ui(Ri) + epi + eti − εq

)
wq

i (Ri) = 0 (79)

for eigenenergies εq, with the basis functions all hav-
ing fixed logarithmic derivatives β = d lnwq

i (Ri)/dRi

at Rm. The constancy of the logarithmic derivatives
β means that (for each i channel separately) the wq

i

form an orthogonal basis set over the interval [0, Rm],
and over this range they can be normalised to unity.
Without this constancy, a Bloch operator must be
added to the kinetic energy to make it Hermitian.

The wave functions of the coupled problem (34)
can now be solved completely over the interior range
[0, Rm], by using the orthonormal basis set of the
{wq

i (Ri)} with coefficients to be determined. The co-
efficients are found in two stages: first by finding all
the eigensolutions gp

i (Ri) of the equations (34) using
the above orthonormal basis, and then expanding the
scattering wave functions in terms of these gp

i (Ri).
In the traditional R-matrix method, the diagonali-

sation of theN -channel Hamiltonian in equation (34)
yields P = QN eigenenergies ep with corresponding
multichannel eigenstates

gp
i (Ri) =

Q∑
q=1

cpq
i wq

i (Ri) (80)

Eigenstates here with ep < 0 are close to the bound
states, while solutions with ep > 0 contribute to the
scattering solutions. Certain of the ep > 0 solutions
may correspond to low-lying resonances if those are
present, but the majority of the positive eigenener-
gies have no simple physical interpretation. These
gp

i (Ri) form of course another orthonormal basis in
the interior region.

For scattering states at arbitrary energy E, the
coupled solutions are then expanded in terms of the
multichannel eigenstates as ψii0 =

∑
pA

p
ii0
gp

i . If we
define an R-matrix at energy E by

ψi(Ri) =
∑

i′

Rii′ (E)

[
ψ′i′ (Ri)− βψi′ (Ri)

]
(81)

in the limit of Ri → Rm from above, then the R-
matrix R can be calculated from the eigenstates by
standard methods21, 24

Rii′ (E) =
h̄2

2µ′i

P∑
p=1

gp
i (Rm)gp

i′ (Rm)

ep − E
. (82)

The coefficients cpq
i and energies ep in Eq. (80)

satisfy matrix equations

εqc
pq
i +

∑
q′i′

〈wq
i | Vii′ | w

q′

i′ 〉c
pq′

i′ = epc
pq
i (83)

for each eigenstate p, where Vii′ refers to all the off-
diagonal couplings. These equations are of the ma-
trix form

Hc = ec . (84)

There is an alternative method25, 23 for finding
theRii′ , which does not diagonalise the matrix on the
left side of Eq. (84), but solves a set of linear equa-
tions. We need the solution of (H − E)x = w(Rm)
for the right hand side consisting of the values of the
basis functions at the R-matrix boundary. Then we
can solve directly

R =
h̄2

2µi
wT (Rm)(H− E)−1w(Rm) . (85)

This has the advantage of naturally continuing the
R-matrix method to complex potentials, avoiding the
diagonalisation of non-Hermitian matrices.

Using Eqs. (36) and (81), and writing the
Coulomb functions H± as diagonal matrices, the
scattering S-matrix is given in terms of R by

S = [H+−R(H′+−βH+)]−1[H−−R(H′−−βH−)] (86)

and the expansion coefficients for the wave functions
are

Ap
ii0

= −
h̄2

2µ′i

1

ep − E∑
i′

gp
i′ (Rm)

[
δii0 (H′−

L (kiRm)− βH−
L (kiRm))

−Sii0 (H′+
L (kiRm)− βH+

L (kiRm))

]
. (87)

Buttle Correction The R-matrix calculated by Eq.
(82) is only exact when the sum over p extends to
all energies ep. To improve the accuracy of calcula-
tions with finite Q (and hence finite P ), the Buttle
correction26 is added to the right hand side of Eqs.
(82,85). This modifies the diagonal terms Rii(E) to
reproduce for each uncoupled problem the exact scat-
tering solution χi(Ri) after this has been integrated
separately. From the definition of the energy eigen-
states wq

i (Ri), the R-matrix sum from (82) for each
uncoupled channel is

Ru
i (E) =

h̄2

2µi

Q∑
q=1

wq
i (Rm)2

εq − E
(88)

and the exact one-channel R-matrix is R0
i (E) =

χi(Rm)/(χ′i(Rm)− βχi(Rm)). The Buttle-corrected
full R-matrix to be used in Eq. (86) is then

Rc
ii′ (E) = Rii′ (E) + δii′

[
R0

i (Ẽ)−Ru
i (Ẽ)

]
. (89)

The energy Ẽ can be equal to E, or chosen just near
to it if necessary to avoid the poles in Eq. (88), since
the Buttle correction varies smoothly with energy.
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CRC matrix elements The solution of the CRC
equations (16) with all the non-orthogonality terms
in Eq. (72) requires in Eq. (83) the matrix element
integrals of the form

〈wq
i |Vii′ |w

q′

i′ 〉 = 〈wq
i | 〈Φi|Hm − E|Φi′ 〉 | w

q′

i′ 〉 (90)

for m = i (post) or m = i′ (prior). In the post
form, Hm contains Ti + Ui, and since wq

i is just the
eigenfunction of this operator with eigenvalue εq, we
can operate to the left to obtain

〈wq
i |Vii′ |w

q′

i′ 〉post = 〈wq
i Φi|Vi|Φi′w

q′

i′ 〉+ (εq − Ei)〈wq
i Φi|Φi′w

q′

i′ 〉
(91)

with the similar prior form

〈wq
i |Vii′ |w

q′

i′ 〉prior = 〈wq
i Φi|Vi′ |Φi′w

q′

i′ 〉+ (εq′ − Ei′ )〈w
q
i Φi|Φi′w

q′

i′ 〉
(92)

The wave function overlaps in the second term
〈Φi|Φi′〉 go to zero asymptotically, and may be as-
sumed small when Ri, Ri′ > Rm. The standard
R-matrix theory therefore still applies in the asymp-
totic region.

3.2.9. Conclusion

In this chapter, the theory of direct reactions from
Austern 1 and Satchler 2 has been developed for two
interacting nuclei. By considering a model subset of
the states of these nuclei, and finding effective opti-
cal potentials for their interactions, the theory solves
the Schrödinger equation to predict the relevant am-
plitudes and cross sections to those particular states.

The potential interactions are taken to be local
optical potentials, and Feshbach 7 showed how to
formally relate these to the energy average of the ef-
fective interactions derived by eliminating the states,
such as compound nuclear states, which are outside
the model space. This introduces imaginary parts to
the optical potentials, to represent the fact that flux
leaves the model space, and the resulting complex
potentials are discussed in Satchler 2, ch11, 12, 15.

Within a well defined model space with specific in-
teractions, ‘direct reaction theory’ 2, ch3, 5 attempts
to solve the Schrödinger equation as accurately as
possible. In such a theory, the phases describing the
coherence of all components of the wave function are
consistently maintained, and all quantum interfer-
ence effects are taken into account.

The scattering amplitudes to a specific final state
is shown to be related to the T -matrix between the
entrance channel and that exit channel, and vari-
ous expressions are given for the T -matrix. Alter-
natively, the exit scattering amplitudes for all chan-
nels together may be found by solving a full coupled-
channels set of equations, as discussed in Tamura
27, 28, Taylor 29, ch17− 20 and Satchler 2, ch5, 7, 16.

Expressions are given for the couplings between
channels in such a set, for inelastic excitation of a
single nucleus, and for transfer of a nucleon or nucle-
onic cluster from one nucleus to another. The spec-
troscopy of transfer overlaps is discussed further in
Austern 1, ch8 and Satchler 2, ch17.

Finally, a selection of methods for solving the cou-
pled equations are discussed. For weak couplings,
iterative solutions give progressively the first-order
and multistep Born approximations 1, ch5, 10, 2, ch6.
For strong couplings, either Padé acceleration is nec-
essary to resum a diverging sequence, or an all-order
method is necessary such as the R-matrix method
detailed in Lane and Thomas 21. The R-matrix
method includes all couplings within a finite radius
Rm, and then determines the scattering amplitudes
by matching to asymptotic scattering wave functions.
This approach has the advantage that the non-local
couplings from transfer and exchange processes can
be easily included, as otherwise they force iterative
methods to be used.

Direct reaction theory as presented here deals with
a finite set of bound states of the participating nuclei
by means of partial wave expansions. For breakup
processes more detailed theories are necessary, and
at high incident energies eikonal and Glauber ap-
proximations become competitive as discussed in the
following chapter on few-body models of nuclear re-
actions.

See also: Few-body models of nuclear reactions
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